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Abstract
This paper describes a novel framework for literature that
presents the reader with a multimodal experience (visual,
haptic and auditory). We present an initial prototype, ex-
tending an iPad with a surface vibration transducer for hap-
tic feedback to augment the reading of a short story. Text
provides the reader with verbal information, whereas other
senses perceive the context through non-verbal cues. We
use our own framework to create this storytelling across
senses, integrating text, sound, animation and tactile sen-
sation. We believe with a multi-modal reading experience,
users will enjoy reading more, will feel more immersed and
remember the narrative better.
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Introduction
With more and more interactive media, there is a constant
decline people reading books over the recent years. Given
the benefits of concentrated reading (e.g. higher vocab-
ulary and critical thinking skills[3]), we want to use tech-



nology to increase the users immersion, comprehension and
recall especially when reading fiction. Thus, helping users
to focus more on stories.

The perception of literature is purely visual, where the writ-
ten word creates fictional narratives to describe past, future,
and hypothetical environments. To do so, verbal expression
is transformed into a visual coding of sounds, where mean-
ing changes to admit a self-reflective subject. This change,
allows literature to convey meaning in itself, leaving the
narrative deprived of any stimulation other than the vi-
sual. However, perception is not limited to only one sense.
Events in everyday life are registered by more than one
modality, integrating the different information from various
sensory systems in a unified perception.

Figure 1: The short story of
”The Watchmaker augmented
with sounds

The contributions of the paper are as follows: (1) we present
a multimodal sensing approach to increase immersion while
reading, (2) we describe a first prototype using visual, hap-
tic and auditory clues aimed at increasing reader immersion,
comprehension, and recall (3) we augment one story and
performed an expert evaluation, (4) we describe a study
design to assess immersion, comprehension and recall.

Approach
We propose a multimodal framework for fictional narra-
tives, that can be perceived in a mixture of senses: visual,
auditory, and haptic. This multi-sensory literature provides
with extra-textual content to create context. The simul-
taneous sensory information is designed to act as valid co-
occurrences,[1] where the sensory information coming from
one event is synchronization of light, noise and tactile sen-
sation. These co-occurrences are set to produce a cross-
modal interaction where the interpretation of read actions is
influenced by adding information available in other senses;
taking advantage of the intermodal redundancy.

The narrative offers a mix of verbal and non-verbal informa-
tion that is processed in different channels, creating sepa-
rate representations. In this way, we apply a dual-coding [7]
across senses, simultaneously dealing with verbal and non-
verbal cues to enhance perception. While language has a
particular system to deal directly with writing, it serves at
the same time, with a symbolic function of non-verbal cues.
By delivering non-verbal cues to multiple senses we provide
the reader with a storytelling that remembers it's oral past.

Pre-Study: Sonic cues
In a first approach, to verify if multimodality is beneficial for
reading, we did a study only using sonic cues. We evaluated
fifty nine readers in an AB online survey: with and without
non-verbal sonic cues. Both groups were directed to a link
of the short story ”The Watchmaker” by Carla Novi. In this
prototype, we embedded the sound calculating the average
time speed to release the sound. The study looked into
the difference of engagement with the aid of cross-modal
literacy, using an online immersion questionnaire, based on
[4], to evaluate the levels of how challenging the text was;
how boring; how distracted the participants were; and how
interested they were in the short story. The immersion
questionnaire showed the control group had a higher level
of boredom compared to the study group who listen to
the sound cues. However, as other comparisons (except
the level of boredom) were not significant, we decided to
redesign and adapt our approach adding haptic and visual
interactions.

Question With sound No sound Weighted Average

Challenging 17.86% 32.26% 1.82 >1.68
Boring 7.14% 19.35% 1.93 >1.81
Distraction 21.43% 29.03% 1.79 >1.71
Engagement 89.29% 90.32% 1.11 >1.10



Initial Prototype
We created a multimodal storytelling that can be perceived
by the eyes, ears and hands. We provide content through
the text and create context from non-verbal cues in a visual,
sonic and haptic interaction.

Figure 2: Multimodal
storytelling with sonic, visual and
haptic cues.

Software
We use the Processing.org prototyping environment to cre-
ate our prototype that displays the text, generates the vi-
bration and audio signals. The reader's position in the story
changes the multimodal cues to fit the par of the story be-
ing read. For instance the page that is distorted by the
visual effect of rain drops changes from left to right page
depending on which page is being read. We are designing
a set of multimodal clues fit for a variety of short stories
and working on an authoring tool that makes it easy to cre-
ate multimodal reading experiences for new texts (defining
positions and effects).

Hardware
The multi-sensorial reading device uses the large surface
vibration transducer to simulate haptic sensations and tex-
tures through vibration patterns’ while the small speaker
provides auditory stimuli. Both connect to an iPad mini
through a stereo jack, which splits the input into vibration
(left) and audio (right) channels. We use rudimentary eye-
tracking with iPad camera to detect if the reader is focusing
on the left or right page [5].

Short Story
We augmented so far one short story, ”John”, with multi-
sensory cues that communicate an atmosphere of a rainy
day. John is having the worst day of his life, and this is
reflected in the weather. Even though the text does not
explicitly tells the reader it is raining, this can be inferred
from the words ”John's shirt was soaked”. This aspect
of the story is reinforced by the haptic visual and auditory
cues of rain drops. The cross-modal cue of rain has an

important emotional connotation in the story, since in an
urban setting rain is often seen as irritant. The rain darkens
the sky symbolizing John's misery. When the user starts
reading the story, they get the increasing ambient sound
of rain (first just a few drops later constant rain) and the
haptic sensation of the rain drops on their hand.

Expert Evaluation
We showed and discussed the augmented story on the ini-
tial prototype with 3 HCI experts (researchers in the field
for over 10 years). One with background in haptic sensa-
tion. The feedback was in general positive. They believe
the system can support immersion in the story. The expert
with haptic feedback experience mentioned mounting the
transducer in the back of the device limits the haptic sen-
sation to some ambient haptic feelings. He recommends
using ”ambient” haptic feedback (e.g. rain, motor vibra-
tions). We will curate more sensations suitable for feedback
and augment more stories based on his input.

Experimental Design
In an AB study similar to the sonic-cue modality, we want to
look for the difference in immersion and recall between the
two modalities. Our experimental setup includes the users
either reading the short stories (so far 4 selected) without
augmentation or with our multi-sensory framework. After-
wards they answer two questionnaires, one for immersion
and one for comprehension. This is followed by an inter-
view where the user retells the story; in order to measure the
level of detail perceived and the complexity of the story's
mental simulation. The Immersion Questionnaire looks into
levels of engagement based in the immersion experience.[4]
Here users rate from 1 to 5 different levels of immersion by
answering if they agree with different statements, such as
”I found the story to be boring”. The Reading Comprehen-
sion Questionnaire looks for reading comprehension, using
a sentence verification task (SVT) test of 16 sentences di-



vided in 4 groups. A SVT rests on the readers' memory
retention preserving meaning during mental simulations of
what is being read and not on exact words.[8]

Figure 3: System's diagram.

Story Retell is an oral retelling from the subject.Using [9]
methdology, the recoded session is compared to a prepared
outline of the story and scored in six categories: Characters,
Event details, Plot, Setting, Theme, Personal Connections.

Discussion
We argue that by providing the reader with non-verbal
extra-textual cues, we can enhance the reading experience.
Covering a fuller range of senses will not only engage the
reader more, calling for her attention, but will also provides
aids for mental imagery, which has a connection to reading
comprehension.[3]

Related Work
There is a lot of work in multimedia and interactive e-books,
especially for education [6]. Other researchers look into eye-
tracking to trigger multi-modal information. For instance
Text 2.0 [2] uses the eye-gaze to know where the reader
is within the text, to provide with extra verbal-information
when needed. If the reader spends more time with a word,
the text will automatically provide the reader with the defi-
nition of that same word. As far as we are know, we are the
first to explore the argumentation of a narrative with au-
dio, haptic and visual stimuli to increase reader immersion,
comprehension and recall.

Conclusion and Future Work
In this paper we present our framework for literature that
stimulates multiple senses to create a more immersive read-
ing experience (see Figure 3). We introduced our results
from sonic cues pre-study and present an enhanced proto-
type with haptic, sonic and visual cues to create a valid
co-occurrence of context; and how to test it.
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