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Abstract
Our ability to focus and concentrate highly fluctuates across
the day: at times we are able to work highly focused and
at other times we have trouble processing information ef-
fectively. The circadian rhythm describes these systematic
changes in our daily concentration levels. The idea behind
cognition-aware systems is to support users in-situ accord-
ing to their current cognitive abilities. Such systems are
capable of identifying productive phases during the day and
provide suggestions for tasks accordingly. In this position
paper we present a framework for developing algorithms to
derive cognitive states. By being able to detect and predict
users’ current capacities to take in and process informa-
tion, such algorithms can help boost productivity, which can
result in getting tasks done quicker, communicating more
effectively, and processing information more efficiently.
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Introduction
Technology has always been designed with the goal to sup-
port its users. Consequentially, the more a piece of tech-
nology knows about its user in terms of physical, but also
psychological constraints and capabilities, the better it can
provide assistance. The idea behind context-aware com-
puting is to support users in-situ according to their current
situation. Information about the user’s context is thereby de-
rived from a range of implicitly and explicitly collected data
and often focuses on external factors, such as location, time
of day, or device handling. Cognition-aware systems com-
plement this trend towards a holistic context awareness and
take into account the user’s mental state and information
processing capabilities.

Figure 1: The circadian rhythm
describes systematic performance
changes across the day showing in
our ability to concentrate and
focus.

Cognition is defined as those processes by which the sen-
sory input is transformed, reduced, elaborated, stored, re-
covered, and used [8]. The effectiveness of cognitive pro-
cesses is tightly coupled with people’s ability to focus or
concentrate: the more focused people are, the better these
processes work. A system detecting and predicting phases
of high and low attention during the day is able to recre-
ate the user’s individual attention curve across the day and
therefore her circadian rhythm (see Fig.1).

In this workshop paper different attempts are being dis-
cussed to quantify people’s attentiveness throughout the
day. Based on the user’s current cognitive state interven-
tions can be staged in the shape of content recommenda-
tions: for example, suggesting users to read articles from
their reading list or rehearsing foreign language vocab-
ulary. Further, the user interface can be adjusted on the
fly to match the user’s state: reading interfaces, for exam-
ple, could hugely benefit from being aware of the reader’s
attention in order to support the reading process in-situ.
Finally, a framework is introduced that can be applied by

researchers and system engineers to develop technolo-
gies capable of deriving users’ cognitive state and match
their current state to the complexity and presentation of the
task at hand. The goal of such tools should be to help users
deal with tasks in opportune moments where their perfor-
mance levels match the task requirements, thereby allowing
a quick and effective task handling.

Detecting Cognitive States
Cognitive states are mostly indirectly detected by monitor-
ing changes in bio-signals, such as heart rate variability
(HRV), galvanic skin response (GSR), electroencephalog-
raphy (EEG), or electromyography (EMG). Also, eye move-
ments can be indicators for cognitive workload since stud-
ies have shown the relationship between eye fixations and
cognitive processes [6]. Rayner [11] investigated eye move-
ments with regard to the underlying cognitive processes
in reading and information processing. Other works have
looked at inferring reader engagement, which is closely
linked to attention [7].

More recently, we have investigated attentive states of
users throughout the day based on their smartphone us-
age [1]. We were further able to derive and predict states of
boredom, in which users turned towards their smartphone
seeking stimulation [9]. In an ecosystem of ubiquitous de-
vice, such as laptops, tablets, smartphones, and watches,
user tracking is becoming more accurate. In our current re-
search we are investigating ways to elicit cognitive states
based on usage and activity patterns without the need to
collect bio-feedback from users. By tracking these cognitive
states throughout the day we aim at detecting the user’s’ in-
dividual attention rhythm to inform systems about the user’s
current receptiveness, processing capacity, and appropriate
times for interventions or disruptions.



The Circadian Rhythm
Throughout the day our ability to concentrate and there-
fore our effectiveness fluctuates. The circadian rhythm de-
scribes the systematic changes in our concentration levels
across the day. This rhythm is different from person to per-
son, however it occurs in individual, but distinct patterns.
Fig. 1 shows a curve with phases of high attention in the
morning, a decline in the early and a performance recov-
ery in the late afternoon, for example. It gives clues to the
user’s ability to be able to work highly focused and commu-
nicate efficiently at times, and to have trouble processing
information effectively at other times. Cognition-aware sys-
tems explicitly or implicitly derive the user’s current state
and are able to take into account the individual circadian
curve. Through this awareness they are capable of sup-
porting users throughout the day and schedule tasks in an
efficient and pleasant way.

Figure 2: Ground truth collection in
form of experience sampling
prompting users to provide self
assessments.

The circadian rhythm depends on a range of individual
factors, such as sleep, nutrition, stress levels, or general
health. Traditionally, methods to assess this rhythm include
protocols, sleep-wake and biological markers such as the
dim light melatonin onset, core body temperature, and cor-
tisol levels [4]. In an attempt to implicitly and non-intrusively
reconstruct this rhythm, we focus on ubiquitous technolo-
gies and their sensor capabilities. The devices that sur-
round us are increasingly equipped with various sensing
capabilities: smartphones as well as wearables, such as
step counters, smart garment or smart watches. From their
sensors data can be implicitly collected about the user’s
context. Here, we present a framework for developing al-
gorithms to derive users’ cognitive states. The goal of such
algorithms is to detect and predict users’ current capacities
to take in and process information. Such systems are ca-
pable of identifying productive phases during the day and
suggest matching content or tasks accordingly.

Vision
In this work we are specifically interested in using aware-
ness of users’ cognitive states to support and enhance
cognition and human memory. Hence, the focus of this re-
search lies on 1) the detection of cognitive states and 2)
the application of cognition awareness to adjust the user
interface and recommended items from a task list in real-
time. Ideally- although not being in the focus of this paper
- cognition-aware systems should be capable of identifying
and collecting users’ tasks (e.g. articles from a reading list)
as well as intents (e.g. learning Spanish) and detect and
recommend task-specific opportune moments.

By performing this match the overall productivity of the
user should increase due to complex tasks being met with
phases of higher concentration resulting in more effective
or quicker completion. Phases of lower concentration, how-
ever, can still be useful to perform daily chores, such as
grocery shopping or answering routine emails, without
wasting precious performance capacity. Cognitive states
that do not match the complexity of the task at hand gen-
erally lead to either frustration (task complexity higher than
cognitive capacity) or boredom (capacity higher than task
complexity). Also, tasks can be adjusted in complexity to be
completed more efficiently: reading activities, for example,
can be sped up according to users’ concentration levels.
A reading user interface that adapts to the current capac-
ity to absorb information allows users to effectively take in,
process, and retain more information in a shorter amount
of time. In [2] we developed and tested interfaces with dif-
ferent reading speeds effectively decreasing users’ reading
time. They cause, however, higher cognitive workloads, and
affect text comprehension often negatively. Future inves-
tigations of the relationship between cognitive state and
reading UI adaption may allow us to find the sweet spot re-
garding the speed vs. comprehension trade-off.



Ideally, such adaptive systems are not limited to single de-
vices, but rather comprise a set of ubiquitous technologies.
A context- and cognition-aware system therefore not only
matches the user’s current state to a task, but also sug-
gests the device type on which to perform this task most
efficiently. This can be the desktop PC at hand, the mo-
bile phone on the go or a display in the periphery of the
user’s home. Naturally, each device has a unique set of ca-
pabilities, which need to be matched with the task as well,
which in itself gives rise to a number of research questions.
Further, one task can be spread out across different de-
vices. For example, reading a foreign language article can
be done on a tablet while being on the way to work in the
morning. Special grammar exercises can then be sched-
uled to be completed sometime during the day on the user’s
laptop where text input is easiest. New vocabulary appear-
ing in the article can be prompted on the user’s phone dur-
ing idle tasks, such as waiting in line or in-between tasks.
Vocabulary repetitions can then be shown at night on pe-
ripheral displays in the user’s home to invite for a final re-
hearsal. In this way, the overall daunting task of language
learning can be broken down into small chunks that can be
worked on in opportune moments during the day and there-
fore allow users commit learning content more efficiently to
long-term memory.

Figure 3: Ground truth collection in
form of observing or logging what
users actually do (e.g. app
interactions).

Figure 4: Ground truth collection in
form of inferring user states or
activities from raw data (e.g.
accelerometer data showing sleep,
walk or running activities
(src.: [10])).

A cognition-aware system therefore becomes a truly per-
sonal assistant, which learns about the user’s patterns and
intents, and schedules her day in her best interest. Also,
it is aware of, for example, when not to interrupt the user
from a current (online or offline) task. In such moments no-
tifications, incoming phone calls or other disruptions can
be effectively delayed to more opportune moments in or-
der to not disturb the user’s current concentration. This can
be beneficial for tasks that need an uninterrupted string
of thoughts, but also for situations, in which interruptions

through technology are merely inappropriate, for exam-
ple when immersed in a conversation with a friend or loved
one. Obviously, for such systems to become reality, a num-
ber of research and development strands need to come
together; eliciting user intents and surroundings as well as
collecting task and analyzing their complexity are all com-
plex problems and subject to current and future research.
However, we believe that cognition-aware systems in the
future will not only make us more productive, but also hap-
pier beings by allowing us to effectively and swiftly work on
tasks in opportune moments.

A Framework for Predicting Cognitive States
The goal is to infer the user’s current cognitive state by cor-
relating sensor data with an observed user state. Therefore,
in our research we follow a 3-step framework to build al-
gorithms capable of detecting and predicting certain user
states:

1. Ground Truth Collection
The current user state can be assessed in three ways:
1) by experience sampling [3], i.e. user’s self-assessment
(e.g. right now I feel bored (Fig.2)), 2) through implicit ob-
servation (e.g. app usage behavior on mobile phones (Fig.3)),
or 3) through inference (e.g. physical activity derived from
accelerometer data (Fig.4)). In all these cases, data is be-
ing collected through mobile sensors as they are present in
phones and wearables; these typically possess rich sens-
ing capabilities, are near-constantly available, and provide
means through APIs, for example, to access sensor states,
observe user interactions, and use the device’s output ca-
pabilities to provide users with feedback and prompt for
explicit user input. Examples for sensor data can be ac-
celeration, lighting conditions, phone usage intensity, apps
being used, or timestamps. So whenever a ground truth
is collected through one of these three means, we take a



snapshot of the available sensor data at that point in time.
Sometimes it even makes sense to take into consideration
the sensor data in a certain time interval (e.g. 5minutes)
before or after the ground truth is being collected.

2. Feature Extraction from Sensor Data
The sensor data provides us with context information, based
on which we can now define features that may be relevant
to elicit with regard to the ground truth collected, i.e. the
cognitive state. For example, this could be the day of the
week or the hour of day extracted from the timestamp col-
lected. From app usage data, for example, we can derive
the app category (e.g. news, games, productivity apps), us-
age duration or frequency. It is worth noting that data from
one sensor (such as timestamp) can allow a number of fea-
tures to be elicited. Hence, we end up with a labeled data
set comprising the state of the feature and the collected
ground truth as label.

3. Training and Applying Prediction Models
With this labeled data set we can now set out to build de-
tection and prediction models. By using machine-learning
techniques we can make out distinct usage patterns that
correlate with the user’s cognitive state. In the past we have
achieved good results with Random Forest classifiers or
Decision Trees depending on the types of data collected.
Weka [5] has proven to be a powerful software offering a
variety of tools for analyzing data, training algorithms and
exporting prediction models. Obviously, the more data avail-
able for training these models, the better the quality of the
prediction. Once the cognitive state in question can be de-
tected and distinguished with sufficient accuracy, we can
export the prediction model and integrate it into a live sys-
tem (e.g. a mobile phone app) where its applicability can be
tested in the wild.

The procedure described focuses on creating general pre-
diction models, but once we have a proof-of-concept of
mapping ground truth to sensor data, the training of the
algorithm can also be conducted on the fly with users’ per-
sonal datasets. Hence, individual prediction models are
feasible to be used, which has the additional advantage of
privacy by design since no data necessarily needs to leave
the user’s device.

Application Scenario
With the framework described we set out to create cognition-
aware applications that support users throughout their day.
We started by detecting states of boredom and suggesting
entertaining content to read [9], and are now looking into
predicting opportune moments for learning (e.g. rehearsing
vocabulary) or working off task lists.

High profile characters, such as top managers or head of
states often have access to an entire staff that focuses on
managing their daily routines and structuring their day as
effective as possible. The resulting daily agenda entails
appointments and completion of tasks, but also sleep, nu-
trition, workout routine, information consumption, and other
daily chores. By enabling technology to learn about the
habits, activities, and cognitive states of an individual user,
we can build systems that go beyond simple context-aware
applications. Cognition-awareness allows us to build mobile
personal assistants that accompany users throughout their
day, detect their cognitive states and structure their task
lists in a way so that each task is matched by the optimal
user state. Such systems have the potential to help users
be more effective at their tasks, increase their overall pro-
ductivity, happiness (through reduced levels of frustration),
and eventual well-being.



Conclusion
This position paper presents the vision of creating technol-
ogy detecting and utilizing users’ current cognitive states.
Such systems can be used to recommend activities or tasks
at moments during the day, in which the user is most effec-
tive attending to them. We map out a number of ways to
detect user states and describe a correlational approach
driven by machine-learning, which we present in a 3-step
framework. Currently, we are using this framework to create
algorithms to detect opportune moments for learning, work-
ing, content recommendations and interruptions in general.
We hope researchers and system engineers will be able to
use this framework to build novel applications that take the
user’s cognition into account to adjust user interfaces in-situ
and select specific content in real-time.
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