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Abstract
In this paper, we propose the attention extraction method
on a textbook of physics by using eye tracking glasses. We
prepare a document including text and tasks in physics,
and record reading behavior on the document from 6-grade
students. The result confirms that students pay attention to
a different region depending on situations (using the text as
a material to learn the content, or using it as hints to solve
tasks) and their comprehension.
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Introduction
Reading a textbook is an important way to obtain new knowl-
edge. However, students often avert their eyes from read-
ing a textbook because it is static and boring. One of the
solutions to this problem is to develop a digital textbook
which can make the materials for learning and instruction
adaptive and dynamic on a mobile tablet computer. Es-
pecially in physics education, it is highly efficient to show
phenomenon, experiments, representations (such as text,
diagram, formulas, etc.), and 3D models as dynamic con-



tents. Furthermore, the combination of a digital textbook
and activity recognition (e.g. recognizing students’ interest,
workload, and trouble with understanding) makes it possible
to provide dynamically-generated content individually opti-
mized for each student and context. Our final goal is to cre-
ate such an "anticipating" textbook and enhance students’
learning performances.

As an initial analysis, we investigate students’ reading be-
havior on a textbook in order to find specific patterns which
are related to the context including situations and compre-
hensions. For this purpose, we prepared a document on
"Basic Phenomena in Acoustics" (cf. Figure1) including
both, text and related exercises. In addition, we recorded
their eye gaze during the period when only the text page is
shown and subsequently when both, texts and exercises,
are shown on a display.

The contributions of this paper are two-fold. 1) We find
some rough relations between levels of students’ expertise
and their reading behavior on a textbook. 2) We recorded
the data from 6-grade students at school. It realized some
limitations to using eye-tracking devices in a realistic educa-
tional scenario.
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(a) text
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Figure 1: A document with text
and tasks in physics. These two
figures are in one page on a
display (text on the left and tasks
on the right) during the experiment.

Related work
There is a whole bunch of research investigating efficient
visualizations and representations to improve students’
skills of understanding and solving in Physics Education
Research [7]. However, most of them obtain students’ in-
sights from only answering sheets afterwards and do not
care about their learning process while reading texts and
solving tasks.

One of the interesting approaches to get insights into cog-
nitive behavior is employing gaze data. The strong rela-
tionship between cognitive states and eye movements is

well explored in the field of activity recognition and psy-
chology [3]. Concerning reading behavior, there is a re-
search focusing on English skill level estimation from eye
gaze [10]. As the authors employ general features from eye
(e.g. the number of blinks, average distance of each eye
movements), their approach can be used on a physics text-
book as well.

Therefore we can use preliminary research from Mozaffari
et al. [8], where students’ eye gaze is recorded while solv-
ing tasks of physics by using a remote eye tracker mounted
to a tablet computer. The authors have revealed that stu-
dents prefer different representations (vector, table and di-
agram) depending on their skill level. We follow their basic
idea. But compared to their work, we are interested in stu-
dents’ natural reading behavior on a textbook. We do not
optimize the text and tasks so much for the recording.

Recently eye tracking technologies became more and more
affordable so that it works on an unmodified tablet computer
without external hardware [1], but also as an inexpensive
head-mounted wearable device [9]. Therefore, in future ap-
plications using eye tracking will work on many devices and
scenarios, which is not limited to reading a textbooks [4, 6].

The Attention Extracting Method
We believe that extracting the part where students pay at-
tention is the first step to investigate their reading behavior.
We propose a method to extract attention by using an eye
tracking device. The method consists of three steps.

(1) Mapping eye gaze coordinates on a document
We utilize mobile eye tracking glasses and record a stu-
dent’s reading behavior. Because the output of the device
are coordinates of eye gaze on a scene camera, we need to
map them to the document under consideration. As shown
in Figure 2, we detect the position of the document in a



Figure 2: One of the results of gaze mappings. Red circles of
both scene and document image represents feature points of
SIFT. The documents is extracted as white rectangle on a scene
image. The gaze point on document is estimated as a black circle.

frame of the camera by using SIFT features [5], and cal-
culate a homograph to map the gaze point to the document.

(2) Detecting fixations
The raw gaze data on the document is classified into fix-
ations and saccades. Fixations appear, when the gaze
pause in certain position - normally lasting between 200
and 400 ms. Saccades are the jumps of the gaze between
two fixations taking 10-20 ms. We apply the fixation-saccade
detection algorithm proposed by Buscher et al. [2]. Figure 3
shows input and output. The radius of each circle corre-
sponds to the fixation, and the line between two circles rep-
resents a saccade. Noises and drifts on raw data are also
filtered in this step.

(3) Calculating the features for each area of attention
We divide a text beforehand based on the roll (e.g. the
introduction, definitions, applications on the document
shown in Figure 1.) We focus on the period of time a stu-
dent needs to reads the content to obtain knowledge. Thus,
for each area a sum of fixation durations is calculated,
which is divided by the size of area to be normalized.

(a) raw gaze data (b) fixations and saccades

Figure 3: Eye gaze on the document while a student read a
textbook. Colors represents the order of eye gaze (red to blue). (a)
is raw data and (b) is an output of fixation-saccade detection

Experimental Setup
We asked 8 participants to wear eye-tracking glasses, to
read a physics textbook and to solve respective exercises.
The participants were 6-grade students at a German high
school (around 12 years old). The document we prepared
is shown in Figure 1. It consists of three parts: the introduc-
tion, itemized definitions, and applications. To analyze the
students’ natural behavior while acquiring knowledge, we
selected content that they had not yet learned in class.

Only an explanation of about the content (the top page in
Figure 1) was displayed at first. After they understood the
content, they could make tasks appear by pressing the
space-key on a keyboard. They could go back to read the
content to help them in their solving tasks. In this paper, we
define these two steps as "reading" and "solving."



Figure 4 shows the overview of the experiment. To evalu-
ate whether our proposed method works with different eye
tracking devices, two types of eye tracking glasses were
used during the experiment. We used Tobii Pro Glasses 2
with five participants (a, b, d, e, f). The glasses record eye
gaze at a sampling frequency 100 Hz and a scene video
at 25 Hz. We applied one-point calibration with a marker
before starting each recording. The data of the other three
participants (c, g, h) were recorded with SMI Eye Track-
ing Glasses 2. The glasses record eye gaze at a sampling
frequency 60 Hz and a scene video at 30 Hz. We apply
three-point calibration with this device.

Figure 4: An overview of the
experiment. A participant is solving
questions on a display with wearing
Tobii Pro Glasses 2.
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Figure 5: Histograms of the time
students paid attentions [%]. Error
bars represent standard deviations.

Results and Discussion
Table 1 shows the percentages of time students paid atten-
tions for the introduction, definitions, and the applications
on the document. We calculated the percentage depending
on the each situation while reading text and solving tasks.
Note that the data in Table 1 is sorted by the number of cor-
rect answers. We categorized 8 participants to 3 compre-
hension levels according to the score: novice (the score is 4
or less), intermediate (the score is 5), and expert (the score
is 6 or more).

By calculating mean values for each comprehension level
as shown in Figure 5, it has become obvious that students
with high level comprehension do not pay attention to the
applications part while both reading and solving tasks com-
pared to other levels. They understand that the applications
part is useful for understanding the content, yet there is
not much information that can be used as hints for solving
tasks. They preferred to read definitions part because there
are direct hints (principles, formulas, etc.). Intermediates
and novices spend much time to paying attention to the ap-
plication part while both reading and solving.

Table 1: Percentages of time students paid attentions

P. Score Expertise while reading text [%] while solving tasks [%]

(out of 14) Intro. Def. Appl. Intro. Def. Appl.

a 3 Novice 14 49 37 13 59 28

b 4 Novice 17 43 40 17 48 35

c 5 Intermediate 7 51 42 4 44 52

d 5 Intermediate 31 41 28 21 49 30

e 5 Intermediate 23 37 40 27 40 33

f 6 Expert 16 47 37 12 60 28

g 7 Expert 34 50 16 25 56 19

h 7 Expert 28 64 8 22 70 8

While percentages of attention in the reading and solving
phase are similar for all levels, their reading behavior is
deferent for each situation. Figure 6 represents fixation-
based heat maps from novice (Participant b), intermediate
(Participant e), and expert (Participant h) for both, reading
and solving. High-attention part during reading is almost
same for all three skill levels, while the participants spend
much time to read left side of the definitions part. Note that
novices and intermediates look graphics carefully while
solving, and this is one of the reasons their attention for
this application is higher than for experts.

Compared to a remote eye tracker, mobile eye tracking
glasses have the advantage that the device can record eye
gaze not only on display but everything on a scene camera.
However the big issue during this experiment was that stu-
dents sometimes touch glasses unconsciously, and lose an
accuracy of eye tracking adjusted during calibration. There-
fore using remote eye tracker might be better than mobile
glasses for young participants.

Conclusion and Future Work
In this paper, we present an initial method to extract stu-
dents’ attention by using gaze data. By applying the ap-



proach to activities including reading a text and solving
tasks, it is revealed that reading behavior is related to stu-
dents’ comprehension. Especially experts do not pay atten-
tion where to find specific hints to answer questions. One
of the future work is a detailed analysis of reading behavior
focusing not only on the total duration on separated parts
(texts and exercises) but also time-series information (e.g.
re-reading contents, transition between representations).
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Figure 6: Fixation duration based
heatmaps while a student is
reading the text and solving tasks.
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