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Abstract
Humans and machines work closer together as never be-
fore. Whether it is about sensors to expand humans’ sen-
sorium, exo-skeletons augmenting physical capabilities,
augmented and digital worlds breaking with physical bound-
aries, or curated digital memories: the value of all these
technologies rises and falls with their ability to synchronize
with the user’s current situation, understand the needs and
provide appropriate support. In this position paper we want
to outline how semantic technologies can be applied to add
more context and meaning to the user’s role and task, and
use Augmented Reality to present this information to the
user. Instead of proposing yet another framework repre-
senting world knowledge we describe how to build upon
existing standards, descriptions of procedures and routines,
and regulations that become machine accessible. This way,
machines and humans should be able to work in symbiosis.
In the following we describe our motivation, list upcoming
challenges and provide a first direction of how to proceed.
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Introduction and Background
Humans have always been creatures of habit who create
routines over time. Thus, we can describe reoccurring tasks
and break down complex tasks into manageable sub-tasks
and work flows. Most work flows that are performed by hu-
mans everyday can be described in a structured way. This
can be a complex assembly instruction or something fairly
simple e.g. taking medication every evening before going to
bed. However, no matter how structured these work flows
are, they might cause undesired situations, such as having
to remember various steps, which might lead to a human
forgetting an important step of a work flow, or a change of
context that might require taking a different action that has
to be first formulated, recognized, and learned.

Over the years, technology has been heavily shaped to
make human life more comfortable, by providing easy, and
ubiquitous access to all kinds of information, and services.
What once was a dream consisting in having computers
integrated seamlessly in day to day life [26] has now be-
come a reality. More than ever, we are used to interact with
different devices to accomplish easy, and complex tasks.
However, these interactions still imply a trade off between
the benefits they provide, and the learning curve they re-
quire to surpass. Machines are not yet capable of providing
a human like behavior that reasons based on individual
experience and current context. Despite the efforts made
in the research community to create contextual solutions,
and experience-based knowledge bases [10], solutions still
limited for mass consumption. Interaction with technology
remains limited in most cases to the size and resolution of
screens, and the underlying information systems are slowly
starting to turn from just queryable repositories into mean-
ingful knowledge bases.

Semantic Technologies focus on providing meaning to
data by establishing a common understanding of the world
through ontologies of interlinked terms, concepts, relation-
ships, and entities [15]. The Semantic field became pop-
ular with the introduction of the Semantic Web [2], whose
main idea was to give structure to World Wide Web con-
tent in order to create a common understanding for agents
scouting data that could lead them to provide services. In
recent years, among other domains, the Internet of Things
has paid special attention to Semantics Technologies, in or-
der to enable interoperability among machines producing
unstructured and meaningless data [16, 25]. In an ideal se-
mantic world, applications are not just producing data that
needs to be collected and later interpreted; applications
produce meaningful data from interactions with the real
world, and other semantic applications. Hence, they can
easily profit from information of related domains provided by
such meaningful applications. Ontologies have also been
used for resource discovery, since their aggregation na-
ture makes them perfect to get a deeper understanding of
a simple piece of information [11, 14]. Moreover, recent
developments at the World Wide Web Consortium (W3C)
explore the use of ontologies to describe interactions with
services 1, which enables the development of loosely cou-
pled semantic applications. The Semantic Web vision is
rapidly turning into reality, providing a suitable platform for
machines to support humans and augment their capabili-
ties.

Additionally, we are currently experiencing the proliferation
of Augmented Reality (AR) devices to the mainstream mar-
ket. These AR devices can be used to provide cognitive
support during different tasks, e.g. providing instructions
during assembly tasks [8] or providing cognitive support

1https://w3c.github.io/wot-thing-description/, last accessed:
08/02/2017
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while cooking [23]. Usually, AR is provided using three dif-
ferent categories of devices: hand-held screens that are
carried by the user [13], in-situ projection [22], or using
head-mounted displays (HMDs) [4]. All of these devices
have been used to provide cognitive support e.g. for provid-
ing directions while walking [21], create spontaneous infor-
mation displays [22], or providing AR assembly instructions.
Especially when providing cognitive support for human
workers through presenting assembly instructions, stud-
ies have shown that AR instructions can significantly reduce
the errors that are made during object assembly tasks [24]
by showing appropriate information to the user in real time.
Especially individuals with limited cognitive capabilities (e.g.
persons with cognitive disabilities) can highly benefit from
AR support [7]. However, also workers which are new to a
task can learn new work steps using AR instructions [6]. An
overview about AR technologies as instruction systems is
provided by Büttner et al. [3].Figure 1: Integrating semantics

and augmented reality (AR) to
support the human mind. To sum up, using semantics is a great way of storing and

accessing knowledge and AR is a great way in present-
ing information to a user. Previous work has applied this
approach to learning of work related topics [12]. As seman-
tics and AR are advancing, we believe that combining both
technologies to constantly cognitively augment a user’s
mind is a promising approach for many everyday situations.

Concept: AR&Semantics
In our vision, bringing together semantics and AR is a promis-
ing approach to augment the human mind. Figure 1 illus-
trates this vision. Semantics provide the theoretical un-
derpinning for enabling reliable cooperation between hu-
mans and machines: once the physical world is modeled in
a given knowledge representation language, both humans
and machines (via their application logic) are able to reliably
interpret, reason, and act upon it. AR provides the means

to seamlessly integrate the physical and semantic layers in
order to support human-machine interaction: machines can
communicate with humans by projecting graphical repre-
sentations of semantic models into the physical world, but
they can also receive input from humans by perceiving the
physical world. In the following, we discuss in more detail
each of these technologies.

The main benefit of current AR technology is that it in-
cludes sensing technology to recognize objects and po-
sition the HMD in the 3D space of the physical world. For
example, the Microsoft HoloLens2 contains depth sensors
to build a spatial model of the surrounding environment
that is updated while users are interacting with the device.
Thus, cameras can use object recognition algorithms e.g.
SURF [1] to recognize previously registered objects. This
has been used in previous research for just finding lost
objects [9], however we now can transfer the position and
identity of recognized objects to a semantic backend.

On the semantic side the Open Semantic Framework (OSF)
[17] provides an integrated solution for acquiring, enrich-
ing, maintaining, accessing, reasoning, and interacting with
such machine-understandable knowledge. This effort en-
ables subject matter experts, and final user applications
to benefit from semantic knowledge, in a transparent way.
OSF contains an extensible set of core ontologies (e.g., di-
mensions, and units) and Knowledge Packs (KP), which
correspond to application specific ontologies . OSF pro-
vides access to knowledge stored in both the core ontolo-
gies, and the KPs through a controlled querying interface
inside a REST API. This interface is based on prefabricated
SPARQL query templates inside a KP. Thus, a KP deter-
mines the knowledge an application has access to, and the

2Microsoft HoloLens https://www.microsoft.com/en-us/hololens,
last accessed: 08/02/2017
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way it is accessed; preventing unwanted modifications to
the knowledge models, and forbidding clients to indiscrimi-
nately extract all knowledge from the OSF.

We believe that this concept of combining AR with seman-
tics can be used in various different application areas.

Use Cases
In the following we will provide two example use cases in
order to illustrate our concept for combining AR and seman-
tics: an industrial use case and a domestic use case.

In an industrial setting, production and factory managers
are in charge of ensuring seamless and efficient operations
with the help of their workforce. In order to do so, and to
make the right decisions, managers need to have access to
various information management systems that are typically
independent from each other. Systems containing informa-
tion such as workforce, assets, and logistics of those as-
sets. Motivated by the difficulty that represents handling the
aforementioned information systems; in [20] we proposed
HoloInventory, an integrated information access platform
based on semantics. HoloInventory provides role-based
support for production or factory managers, and technicians
wearing an AR device. Using voice commands, managers
are able to quickly access data related to the part of the
workforce they manage, and the status of assets that are
under their responsibility. Managers can easily manipulate
such information, which is then reflected in the semantic
knowledge base. For technicians, HoloInventory provides
functionalities that support them in the completion of their
assigned tasks. Furthermore, in the future, we expect that
the achievement of tasks in industrial settings will become a
collective effort involving both humans and machines. In the
UberManufacturing project [18], we show how a semantic
layer can enable such cooperations. Machines are able to

perceive humans via a Microsoft Kinect device. However,
as future work, we envision further support for the human-
machine symbiosis by projecting useful instructions for hu-
man workers in the environment.

As a domestic use case, we are envisioning a smart cook-
ing scenario. A user is receiving AR instructions while cook-
ing a meal (cf. [23]). The camera of the user’s HMD could
recognize the ingredients that are available in the user’s
kitchen and could suggest a recipe based on what is avail-
able. Further, through advanced computer vision tech-
niques, the system could sense work steps that are being
performed and send these logical steps to the semantic
backend. There, the system can make sense of the actions
that were performed during cooking and can send warnings
in case something was done wrong or display next steps
according to a selected recipe. Ultimately, we envision that
a semantically enriched AR system is able to provide cogni-
tive support in nearly any scenario.

Challenges
As using a novel technology usually comes with a couple
challenges, in this position paper, we present the chal-
lenges that we identified when combining Semantics and
Augmented Reality.

One of the main challenges that Semantic Technologies
faces is their poor exposure. There is a lack of attractive
outlets that let non-ontologists benefit from the information
that a semantic model contains, and there is an even big-
ger lack of tools that let domain experts, not familiarized
with ontologies, enrich existing knowledge models. More-
over, despite the great advantages that an interconnected
model of concepts capable of reasoning, and providing
comprehensive knowledge provides, there is still work to
do regarding performance of the software that supports the



creation, handling, and use of knowledge models. Thus, at
this moment, the use of Semantic Technologies should be
assessed, and customized for the type of application, the
amount, and type of data that needs to be managed. Since
a triple store will not perform well with big amounts of dy-
namic data, it would be necessary to combine a semantic
model with a relational database management approach.

When using AR as an interface for humans to perceive ad-
ditional information in the physical world, a few challenges
become visible. The major challenge we currently see is the
user acceptance. Especially for people wearing an HMD
for a whole work day, this might be an issue as the users
might feel patronized [6]. Another issue that is very impor-
tant when designing AR experiences for cognitive support
is that the user is not overwhelmed with too much infor-
mation. Especially when using a semantic framework, the
amount of information that can be shown to the user can
be a lot. The designers of the human interface (which is
the AR application in this scenario) should select carefully
which information to present and which information not to
present. Sometimes it can be better not to show a piece of
information instead of showing too much. Lastly, the wear-
able sensors might be a privacy concern for bystanders as
they also might be filmed when others are using the sys-
tem. This could lead to a problem in social acceptability of
this technology (cf. the social acceptance issues Google
Glass had3).

Discussion
One crucial challenge mentioned above is how to collect
domain knowledge and make it available in a semantic for-
mat. We have learned that earlier approaches of building

3https://www.scientificamerican.com/article/
why-google-glass-is-creepy/, last accessed: 08/02/2017

up machine-readable knowledge models [19] have not re-
ally scaled due to their large and ambitious scope of rep-
resenting general world knowledge. Instead, we propose
to start with smaller and much more structured niches,
such as industrial manufacturing, repair service or cook-
ing recipes. Here, processes already are defined in hand-
books, manuals, guidelines and processes. Thus, the re-
maining work is to translate those documents to machine-
readable semantics. We believe that manuals, routines and
standards would become much more versatile by releas-
ing those as ontologies instead of PDF document target-
ing humans. Research [5] has shown that modeling stan-
dards can help to reduce inconsistencies and apply those
as knowledge source for systems. We believe that AR can
also be applied to provide a much more tangible access
to these knowledge models, such that also non-semantic
experts can be empowered to create, modify and curate on-
tologies as domain knowledge evolves over time. Obviously,
we rely on the advances of usability for AR that are yet to
be made in order to increase acceptance of long-term use
in professional environments.

Conclusion and Outlook
We believe that if we can address all the challenges and
apply the proposed concept to many different scenarios, the
technology of combining semantics and Augmented Real-
ity can truly become ubiquitous. In this position paper, we
proposed a general concept of how this system architecture
will look like and presented example use cases for using
semantically enhanced AR applications.

In the near future, we are planning to apply our wearable
prototype consisting of a HoloLens and a semantic backend
to different specific industrial scenarios. When systems
not only just take context into account, but also can make
sense of it, in some years from now, we will look at the next

https://www.scientificamerican.com/article/why-google-glass-is-creepy/
https://www.scientificamerican.com/article/why-google-glass-is-creepy/


generation of smart devices. We hope that this technology
will be ubiquitously available for the mass market in a few
years to cognitively support a huge number of persons on a
daily basis.
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